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Abstract

Many science, engineering, and design optimization problems require balancing the trade-offs between several conflicting objectives. The objectives are often black-box functions whose evaluations are time-consuming and costly. Multi-objective Bayesian optimization can be used to automate the process of discovering the set of optimal solutions, called Pareto-optimal, while minimizing the number of performed evaluations. To further reduce the evaluation time in the optimization process, testing of several samples in parallel can be deployed. We propose a novel multi-objective Bayesian optimization algorithm that iteratively selects the best batch of samples to be evaluated in parallel. Our algorithm approximates and analyzes a piecewise-continuous Pareto set representation. This representation allows us to introduce a batch selection strategy that optimizes for both hypervolume improvement and diversity of selected samples in order to efficiently advance promising regions of the Pareto front. Experiments on both synthetic test functions and real-world benchmark problems show that our algorithm predominantly outperforms relevant state-of-the-art methods. The code is available at https://github.com/yunshengtian/DGEMO.

1 Introduction

Various experimental design problems in science and engineering seek optimal solutions that require simultaneous optimization of a number of conflicting objectives. Typically the objectives are black-box functions that are expensive to evaluate. Hence the number of evaluated experiments is severely limited and designing experiments by hand does not provide optimal performance. Recently, there has been an increasing interest in effective data-driven algorithms to efficiently guide the experimental design process and lead to the best performing designs. Some use cases include material design [53], battery optimization [1], clinical drug trials [50, 47], and chemical design [16]. An approach that has proven to be powerful in optimizing the expensive-to-evaluate black-box functions is Bayesian optimization (BO) [20, 41]. A fundamental concept behind the BO is two-fold: first, an inexpensive surrogate model is used to model the black-box objective function based on the evaluated experiments; second, an acquisition function is employed to adaptively sample the design space and efficiently improve the set of optimal solutions. Both single- and multi-objective Bayesian optimization (MOBO) have been studied.

In a variety of physical experimental setups, evaluating several experiments in parallel, e.g., in batches, reduces the time and cost of the optimization process. Experiments can take days, weeks, even months to complete; hence taking advantage of batching is important. Furthermore, in design problems with multiple conflicting objectives, in most cases, there is no single optimal solution, but rather a set of optimal designs with different trade-offs. These designs often tend to group in different regions based on their properties and performance. In this paper, we develop a novel MOBO approach

*Equal contribution.
with a batch selection strategy that combines the knowledge from both design and performance space. Our selection strategy enforces the exploration of diverse identified regions in approximated optimal space. In addition, it measures which regions are the most beneficial for optimization to explore by taking into consideration the *hypervolume improvement*\[37\]. A relatively limited amount of literature can be found on the batch selection for MOBO that applies to the problem setup we are trying to address \[6, 52\]. To the best of our knowledge, no previous published work has considered diversity in both design and performance space in the batch selection strategy.

In summary, the key contributions of this paper are the following:

- We propose a novel approach, referred to as DGEMO (Diversity-Guided Efficient Multi-objective Optimization), for solving multi-objective optimization problems of black-box functions, while minimizing the number of function evaluations. Our algorithm is based on multi-objective Bayesian optimization that operates on batches of evaluated samples in each iteration and can handle an arbitrary batch size.

- Our batch selection strategy is guided by diversity in both design and performance space of selected samples. The selection strategy divides the space into diversity regions that provide additional information in terms of shared properties and performance of optimal solutions. This information can be valuable for further physical experiments and problem understanding.

- We conduct comprehensive experiments on both synthetic test functions and real-world benchmark problems. Our algorithm exhibits consistent high-quality performance and outperforms the relevant existing works in the field.

## 2 Related work

**Bayesian optimization (BO)** BO originated from \[24, 33\], and was popularized by the Efficient Global Optimization (EGO) algorithm \[20\]. BO achieves a minimal number of function evaluations by utilizing the surrogate model and sampling guided by carefully designed selection criteria. There are two types of selection criteria: *sequential selection* that proposes only a single optimal sample to evaluate, and *batch selection* proposing a set of samples to evaluate in each iteration. The sequential selection has long been investigated in the literature \[24, 20, 43, 17\], which usually achieves better performance w.r.t. the number of evaluations, at the cost of more algorithm iterations and slower convergence. On the other hand, batch selection sacrifices some performance, yet can benefit from a parallel evaluation, which is more common and time-efficient in modern engineering experiments \[11, 8, 21, 15\]. In this paper, we focus on the time-efficient batch selection scheme.

**Multi-objective optimization (MOO)** MOO is applied to problems involving several conflicting objectives and optimizes for a set of Pareto-optimal solutions \[32\]. To this end, many population-based multi-objective evolutionary algorithms (MOEA) are proposed, e.g., NSGA-II \[9\] and MOEA/D \[51\], which are widely used in various multi-objective problems, including financial portfolio design \[45\], manufacturing design \[39\], and optimal control \[13\]. However, MOEA algorithms typically require a substantial number of evaluations due to the nature of evolutionary computation. This requirement prevents them from being applied to many real-world problems, where the evaluation can be computationally expensive and becomes the main bottleneck of the whole optimization process.

**Multi-objective Bayesian optimization (MOBO)** Taking the best of both worlds from Bayesian optimization and multi-objective optimization, MOBO is designed to solve multi-objective problems that are expensive to evaluate. Among MOBO algorithms there are also two streams of work focusing on sequential selection and batch selection; we call them the *single-point* method and *batch* method. One of the first single-point methods is ParEGO \[22\], which randomly scalarizes the multi-objective problem to a single-objective problem and selects a sample with maximum *expected improvement* (EI). Similarly, EHI \[12\] and SUR \[35\] extend ParEGO by using different acquisition functions. Another line of work, such as PAL \[56\], focuses on uncertainty reduction on the surrogate model for better performance. PESMO \[38\] and MESMO \[3\] rely on entropy-based acquisition functions and select a sample that maximizes the information gain about the optimal Pareto set. A very recent approach USeMO \[2\] uses maximum uncertainty as a selection criterion based on the Pareto set generated by NSGA-II. USeMO achieves state-of-the-art performance and generalizes to any acquisition function.
Even though these algorithms fall into the category of the single-point method, some of them could have a straight-forward extension to the batch selection scheme, which we demonstrate in Section 5.

For batch MOBO methods, MOEA/D-EGO [52] can be considered as the earliest attempt, which generalizes ParEGO by multiple scalarization weights and performs parallel optimization with MOEA/D. A subsequent work MOBO/D is proposed as an extension to MOEA/D-EGO by changing the acquisition function [25]. A recent work TSEMO [6] suggests using Thompson Sampling (TS) on the GP posterior as an acquisition function, optimizing multiple objectives with NSGA-II, and selecting the next batch of samples by maximizing the hypervolume improvement. BS-MOBO [26] applies MOBO on a different setting with large scale datasets using neural network as surrogate model. However, to the best of our knowledge, none of the previous methods consider diversity in both design and performance space in the batch selection, which can be crucial for many real-world problems where the Pareto-optimal solutions are distributed in diverse regions of the design space.

3 Preliminaries

3.1 Multi-objective optimization

We consider a multi-objective optimization problem over a set of continuous input variables $\mathcal{X} \subseteq \mathbb{R}^d$, called design space. The goal is to simultaneously minimize $m \geq 2$ objective functions $f_1, \ldots, f_m : \mathcal{X} \rightarrow \mathbb{R}$. We denote the vector of all objectives as $f(x) = (f_1(x), \ldots, f_m(x))$, where $x \in \mathcal{X}$ is a vector of input variables. The performance space is then an $m$-dimensional image $f(\mathcal{X}) \subseteq \mathbb{R}^m$.

Objectives are often conflicting, resulting in a set of optimal solutions, rather than a single best solution. These optimal solutions are referred to as Pareto set $\mathcal{P}_s \subseteq \mathcal{X}$ in the design space, and the corresponding images in performance space are Pareto front $\mathcal{P}_f = f(\mathcal{P}_s) \subset \mathbb{R}^m$. More formally, a point $x^* \in \mathcal{P}_s$ is considered Pareto-optimal if there is no other point $x \in \mathcal{X}$ such that $f_i(x^*) \geq f_i(x)$ for all $i$ and $f_i(x^*) > f_i(x)$ for at least one $i$.

To measure the quality of an approximated Pareto front, hypervolume indicator [55] is the most commonly used metric in MOO [37]. Let $\mathcal{P}_f$ be a Pareto front approximation in an $m$-dimensional performance space and given a reference point $r \in \mathbb{R}^m$, the hypervolume $H(\mathcal{P}_f)$ is defined as

$$H(\mathcal{P}_f) = \int_{\mathbb{R}^m} 1_{H(\mathcal{P}_f)}(z)dz$$

where $H(\mathcal{P}_f) = \{z \in \mathbb{Z} \mid \exists 1 \leq i \leq |\mathcal{P}_f| : r \preceq z \preceq \mathcal{P}_f(i)\}$. $\mathcal{P}_f(i)$ is the $i$-th solution in $\mathcal{P}_f$, $\preceq$ is the relation operator of objective dominance, and $1_{H(\mathcal{P}_f)}$ is a Dirac delta function that equals 1 if $z \in H(\mathcal{P}_f)$ and 0 otherwise. The higher the hypervolume, the better $\mathcal{P}_f$ approximates the true Pareto front. To determine how much the hypervolume would increase if a set of new points $P = \{p_1, \ldots, p_n\} \subset \mathbb{R}^m$ is added to the current Pareto front approximation $\mathcal{P}_f$, we can use the hypervolume improvement that is defined as

$$HVI(P, \mathcal{P}_f) = H(\mathcal{P}_f \cup P) - H(\mathcal{P}_f).$$

3.2 Bayesian optimization

A variety of optimization problems search to find a global optimal solution of a black-box function $f : \mathcal{X} \subset \mathbb{R}^d \rightarrow \mathbb{R}$ that is expensive to evaluate. Neither analytical form nor derivatives of $f$ are known, and a limited number of function evaluations are available. In this scenario, Bayesian optimization (BO) has proven to be a powerful tool. The key advantage of BO lies in the selection strategy of the next points to evaluate that balances the trade-off between exploration of unknown regions vs. exploitation of the best-performing ones. A good selection strategy allows BO to achieve great results in a small number of algorithm iterations and function evaluations. In each iteration of the BO algorithm, the first step is to train a statistical model on all available evaluated points, called surrogate model. Typically a Gaussian process is used to model the unknown objective function $f$ and provide the model’s prediction and uncertainty. The second step of the algorithm is the optimization of an acquisition function on the surrogate model that selects a point to evaluate next. The most popular acquisition functions for single-objective optimization problems include expected improvement (EI) [33, 20], probability of improvement (PI) [24], and upper confidence bound (UCB) [43]. In the case of multi-objective optimization, a surrogate model is usually trained for each objective independently,
and an acquisition function is adapted to overlook multiple models. Examples of such acquisition function are expected hypervolume improvement (EHI) [12] and predictive entropy search (PES) [17].

4 Proposed method

In this section, we present our multi-objective Bayesian optimization approach that proposes batches of samples to evaluate in each iteration.

Let $f : \mathcal{X} \rightarrow \mathbb{R}^m$ be a vector of $m$ black-box objectives of form $f_j : \mathcal{X} \rightarrow \mathbb{R}$, where $\mathcal{X} \subset \mathbb{R}^d$. The input to our method is a small set of initial samples $X_0 \subset \mathcal{X}$, usually drawn by Latin Hypercube Sampling (LHS) [31], and the corresponding evaluations $Y_0 = \{ f(x_i) \\forall x_i \in X_0 \} \subset \mathbb{R}^m$. Our approach consists of three main components: building a surrogate model $G_j$ for each objective $f_j$ (Section 4.1), approximation of the Pareto set $\mathcal{P}_s$ and Pareto front $\mathcal{P}_f$ (Section 4.2), and finally a selection of next set of samples to evaluate (Section 4.3). We iterate over these three components to efficiently improve the Pareto-optimal solution. The approach is summarized in Algorithm 1.

Algorithm 1 DGEMO

| Inputs: | Design space $\mathcal{X}$; black-box objectives $f(x) = (f_1(x),...,f_m(x))$; number of iterations $n$; number of initial samples $k$; batch size $b$. |
| Output: | Pareto set $\mathcal{P}_s$ and Pareto front $\mathcal{P}_f$. |
| | $X_0 \leftarrow \{ x_1,...,x_k \}$, $Y_0 \leftarrow \{ f(x_1),...,f(x_k) \}$ \hspace{1cm} // initial samples drawn from LHS |
| for $i \leftarrow 0$ to $n$ do |
| | Train surrogate models $G_j^{(i)}$ on $X_i$, $Y_i$ for each objective $f_j$, $j \in \{1,...,m\}$ |
| | Define acquisition function $\hat{j}^{(i)}$ from each $G_j^{(i)}$, $\hat{f}^{(i)}(x) \leftarrow (\hat{j}_1^{(i)}(x),...,\hat{j}_m^{(i)}(x))$ |
| | Approximate Pareto set $\mathcal{P}_s^{(i)}$ and Pareto front $\mathcal{P}_f^{(i)}$ over $\hat{f}^{(i)}$ |
| | Split points from $\mathcal{P}_s^{(i)}$ into diversity regions $D_1^{(i)},...,D_r^{(i)}$ |
| | Select points $x_1^{(i)},...,x_k^{(i)}$ to evaluate from $D_1^{(i)},...,D_r^{(i)}$ |
| | Evaluate and update $Y_{i+1} \leftarrow Y_i \cup \{ \hat{f}^{(i)}(x_1^{(i)}),...,\hat{f}^{(i)}(x_k^{(i)}) \}$, $X_{i+1} \leftarrow X_i \cup \{ x_1^{(i)},...,x_k^{(i)} \}$ |
| Compute Pareto front $\mathcal{P}_f$ from points in $Y_n$ and corresponding Pareto set $\mathcal{P}_s$. |

4.1 Surrogate model

We use Gaussian process (GP) as a surrogate model to model each objective independently. First, the prior of GP model is characterized by the mean function $m : \mathcal{X} \rightarrow \mathbb{R}$ and the kernel function $k : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$. For a given input variable $x$, the prior distribution of GP can be stated as $f(x) \sim N(m(x), k(x,x))$. GP prior can be used to incorporate any prior beliefs about the objective functions if available, without depending on the input data, by choosing different mean function and kernel function. Without the loss of generality, we use mean function $m(x) = 0$ and experiment with Matern kernel functions [36] that can capture a large variety of function properties. Secondly, we train a GP posterior to refine the prior model by maximizing the log marginal likelihood $\log p(y|x, \theta)$ on the available dataset $\{X,Y\}$, where $\theta$ denotes the parameters of the kernel function (e.g. $\theta = l$ for Matern kernel). Finally, the posterior distribution of GP is given in the form $f(x) \sim N(\mu(x), \Sigma(x))$, where the mean function is $\mu(x) = m(x) + kK^{-1}Y$, and covariance function $\Sigma(x) = k(x,x) - kK^{-1}k^T$, with $k = k(x,X)$ and $K = k(X,X)$. To better explore the Pareto front based on this surrogate model, our Pareto front approximation algorithm (Section 4.2) makes use of the Jacobian and Hessian of the GP prediction $\mu(x), \Sigma(x)$ w.r.t. $x$. We provide the corresponding derivations in Appendix A.

4.2 Pareto front approximation

After obtaining a surrogate model $G_j$ for each objective function $f_j$, we simply use the mean function of GP posterior as an acquisition function $\hat{f}_j = \mu_j$. The next step of our algorithm then is to compute the Pareto front over all $\hat{f}_j$. A core contribution to the efficacy of our algorithm comes from the Pareto front approximation approach, based on the method proposed in [39]. In typical MOO methods, discovering an individual point that minimizes the set of functions $\{ f_1(x),...,f_m(x) \}$, s.t. $x \in \mathcal{X}$ can be challenging. However, once a single solution is discovered, locally searching around this point is easier. By solving a dual problem based on KKT conditions [19], the approach of [39] leverages this fact and derives a first-order approximation of the Pareto front. They efficiently discover large
In summary, the Pareto front approximation implements an iterative procedure consisting of three main steps. First, a stochastic sampling scheme is used to generate a set of random samples $x_i \in X$ perturbed from the best samples found so far, to avoid local minima and balance between exploration and exploitation of the design space neighborhoods. The second step implements a local optimization procedure that drives each sample $x_i$ towards a local Pareto-optimal solution $x_i^\ast$ with L-BFGS solver \cite{27}. Different optimization directions are explored to cover diverse regions of the Pareto front. Finally, a first-order approximation of the Pareto front is extracted around $x_i^\ast$, resulting in a dense set of solutions located on a $(m - 1)$-dimensional manifold that approximates a continuous region on the Pareto front. The last step delivers the key advantage of this approach: once a single point in a Pareto set is found, it can be used to efficiently discover large Pareto-optimal regions in its neighborhood.

In our experiments, we found that only 10 iterations of this procedure are enough to produce a high-quality approximation. One example that presents the resulting Pareto front approximation of a benchmark problem is shown in Figure 1. Note that due to the limited budget of evaluations, other algorithms waste most of the samples trying to expand a single region and struggle to escape the local minima, while ours manages to quickly discover all regions of the true Pareto front.

### 4.3 Batch selection strategy

The last part of our algorithm proposes a novel strategy for selecting a batch of samples to evaluate in the next iteration. We first present the approach for defining diversity regions; we then describe the selection strategy and corresponding algorithm.

**Diversity regions**  Starting from the Pareto front approximation, the goal is to group the optimal points based on their design properties and performance, resulting in several diversity regions. Standard MOO methods, such as NSGA-II, tend to output a Pareto front as a sparse set of points uniformly scattered around performance space, without considering the design space diversity. On the contrary, in our method, the Pareto front representation obtained from Section 4.2 has compact regions and better space coverage. From this representation, we can easily trace the neighboring points and their
correlation in both design and performance space. To solve the grouping problem, we rely on a data structure called performance buffer, implemented by [39]. The performance buffer sorts out the best performing points from the Pareto front approximation by storing them into an \((m - 1)\)-dimensional array discretized with hyperspherical coordinates. Assuming that all objectives are positive, any point that lies on the Pareto front will intersect a positive ray traced from the origin (see inset). The best performing points are selected as the points closest to the origin and sorted based on their hyperspherical coordinates. The buffer stores the performance and design space locations of each selected point, as well as the corresponding linear subspace of the design space extracted with the first-order approximation step. This way, the buffer keeps both the optimality information from the performance space and the closeness information from the design space. This data structure is compatible with a graph-cut method, which then extracts a sparse subset of optimal points grouped into \(k\) linear subspaces \(D_1, \ldots, D_k\). The points are grouped based on the quality of their performance and their neighborhoods in the design space. We use these linear subspaces as our diversity regions.

**Selection strategy** Our strategy involves two criteria: diversity measure and hypervolume improvement. Our diversity measure incorporates the knowledge from both design and performance space, and aims to evenly distribute selected samples among diversity regions (see inset). This measure then enforces the exploration of different regions of the Pareto front, while also considering diversity in the design space. It is especially important in the initial iterations when the uncertainty in the model is high and hypervolume improvement is often inaccurate. It further prevents the optimization from falling into local minima and overly exploiting one high-performing area, while neglecting other potentially promising regions.

Our selection strategy aims to maximize the hypervolume improvement while enforcing the samples to be taken from all diverse regions as uniformly as possible. These requirements can be written in the following form:

\[
\arg \max_{X_B} \text{HVI}(Y_B, \mathcal{P}_f) \quad \text{s.t.} \quad \max_{1 \leq i \leq |\mathcal{P}|} \delta_i(X_B) - \min_{1 \leq i \leq |\mathcal{P}|} \delta_i(X_B) \leq 1
\]

where \(X_B = \{x_1, \ldots, x_b\}\) is a set of \(b\) samples in a batch, \(Y_B = \{\tilde{f}(x_1), \ldots, \tilde{f}(x_b)\}\), \(\mathcal{P}_f\) is the current Pareto front, functions \(\delta_i(.)\) are defined for each region \(D_i \in \mathcal{D}\) as a number of elements \(x_j\) from \(X_B\) that belong to the region \(D_i\).

**Selection algorithm** The optimization problem defined in Equation 3 can be solved combinatorially. Nevertheless, it would be extremely computationally expensive. Instead, we implement a greedy approach. We select a point \(x_1\) with the largest hypervolume improvement, add \(x_1\) to the batch, and add \(\tilde{f}(x_1)\) to the current Pareto front \(\mathcal{P}_f\). We then search for the next point with the largest hypervolume improvement, which does not belong to the same region as \(x_1\). We repeat this process while avoiding all the regions from which the points were already selected until all regions are covered. If more points are still needed for the batch, we reset the counter of covered regions and repeat the same process. This way we obtain evenly distributed points around regions, while also aiming to maximize the hypervolume improvement. The complete algorithm is presented in Algorithm 2.

## 5 Experiments and results

We now compare our algorithm to the relevant state-of-the-art methods on both synthetic test functions and real-world benchmark problems.

**Benchmark problems** First, we conduct experiments on 13 synthetic multi-objective test functions including ZDT1-3 [54], DTLZ1-6 [10], OKA1-2 [34], VLMOP2-3 [48], which are widely used in previous literature. The experiments include problems with 2 and 3 objectives, and the number of design variables varying from 2 to 7. Second, we adopt 7 real-world engineering design problems.
we use the same reference point and initial set of samples for every algorithm. See Appendix B.

Algorithm 2: Batch Selection Algorithm

**Inputs:** Current Pareto front \( P_f \); batch size \( b \); candidate points split into regions \( D_1, \ldots, D_r \);
surrogate objectives \( \tilde{f}(x) = (f_1(x), \ldots, f_m(x)) \).

**Output:** Batch of selected samples \( X_B \).

\[
\begin{align*}
S & \leftarrow \{1, 2, \ldots, r\} \quad // \text{set of available regions to choose} \\
& \text{for } i \leftarrow 1 \text{ to } b \\
& \quad h_{\text{max}} \leftarrow -\infty, s_{\text{max}} \leftarrow 0, x_{\text{max}} \leftarrow \text{null} \\
& \quad \text{// record the sample with maximal HVI} \\
& \text{for each } s \in S \\
& \quad \text{for each } x \in D_s \text{ do} \\
& \quad \quad h \leftarrow \operatorname{HVI}(f(x), P_f) \\
& \quad \quad \text{if } h > h_{\text{max}} \text{ then } h_{\text{max}} \leftarrow h, s_{\text{max}} \leftarrow s, x_{\text{max}} \leftarrow x \\
& \quad X_B \leftarrow X_B \cup \{x_{\text{max}}\}, P_f \leftarrow P_f \cup \{f(x_{\text{max}})\} \\
& \quad D_{s_{\text{max}}} \leftarrow D_{s_{\text{max}}} \setminus \{x_{\text{max}}\}, S \leftarrow S \setminus \{s_{\text{max}}\} \\
& \quad \text{// aggregate solutions} \\
& \text{if } S = \emptyset \text{ then } S \leftarrow \{1, 2, \ldots, r\} \\
& \quad \text{// reset the counter of visited regions}
\end{align*}
\]

presented in RE problem suite [46], which are: four bar truss design, reinforced concrete beam design,
hatch cover design, welded beam design, disc brake design, gear train design, and rocket injector
design. We use names RE1-7 to refer to these problems in plots and further text. More detailed
description of the problems can be found in Appendix B.

Algorithms and implementation We compare our algorithm to several baseline algorithms
described in Section 2: NSGA-II [9], ParEGO [22], MOEA/D-EGO [52], TSEMO [6], and USEMO-EI
[2]. We extend ParEGO and USEMO-EI from their original sequential selection to batch selection for
batch evaluation scenario; see Appendix B for details of the extension. We implement and compare
all algorithms in our Python codebase, built upon pymoo [5], a state-of-the-art Python framework for
multi-objective optimization. Our code will be released open-source with reproducibility guarantee.
The performance of our implementation is of high-quality and even surpasses the original authors’
implementation on some baseline algorithms, see Appendix B for comparison.

Comparison metric To compare the performance of different algorithms, we mainly use hypervol-
ume indicator – the most popular comparison metric for multi-objective optimization problems [37].
This indicator measures the quality of the set of discovered solutions. We monitor the increase of the
hypervolume indicator (Eq. 1) over the number of evaluations performed. For comparison fairness,
we use the same reference point and initial set of samples for every algorithm. See Appendix B
for more details on initial samples and reference points used for each problem. Results using other
comparison metrics are available in Appendix D.

5.1 Results and discussion

The selected test problems serve to validate the quality of the method when dealing with functions
that are concave, convex, disconnected, multimodal, and of diverse design and performance space
complexity. Our approach shows consistent top performance, compared to other algorithms that
oscillate on different types of problems. DGEMO also proves to be particularly good on the synthetic
functions mimicking the real-world data (OKA, VLMOP) and the actual real-world problems (RE).
Figure 2 presents the comparison of the hypervolume indicator w.r.t. evaluation number. For every
algorithm, we run every experiment with 10 different random seeds and the same 50 initial samples.
In these experiments, we use a batch of 10 samples in each iteration and ran 20 iterations in total. All
hyperparameters used are presented in Appendix B. The analysis on computational complexity can
be found in Appendix C. We also conduct experiments using different batch sizes, including 1, 2, 4, 5
and 20, and our algorithm still consistently outperforms others. See Appendix E for more results.
The Pareto front approximation approach presented in Section 4.2 enables our method to work well
even with the small batch size (including a sequential case with batch size 1). However, while other
methods are unstable and can vary the performance quality when the batch size increases, our method
always exhibits superior and stable results thanks to the diversity-guided selection strategy.

In experimental design problems, aside from searching for an optimal set of solutions, it is often
desirable to obtain a reliable prediction of the performance of untested samples. Hence, the quality of
the surrogate model and the Pareto front approximation can be an important criterion in choosing
the algorithm to work with. In Table 1 we show the average prediction error of all evaluated points produced with our approach and other MOBO baseline algorithms (NSGA-II does not have a surrogate model so comparison is infeasible). The prediction error is calculated by \( \|f(x) - \hat{f}(x)\| \) as the Euclidean distance between the surrogate prediction and the actual performance. It turns out that besides the superior performance of the hypervolume metric, DGEMO also has the lowest prediction error among the majority of the problems.

Figure 2: Comparison of different algorithms including our DGEMO on synthetic test functions and real-world problems. The hypervolume indicator is shown w.r.t. the number of function evaluations. Every experiment has batch size 10 and 20 algorithm iterations in total. The curve is averaged over 10 different random seeds and the variance is shown as a shaded region.

Given a trained surrogate model, unlike the others, our approach makes use of the Jacobian and Hessian information of this model in Pareto front approximation. We observe that DGEMO needs fewer iterations to stabilize the prediction, and greatly improves the hypervolume quality already in the first few iterations. Experiments that have a budget of less than 20 iterations would highly benefit from this property of our approach. In addition, DGEMO explores and provides additional information on diverse regions of Pareto-optimal solutions based on their properties and performance. Examining these regions individually may offer more comprehensive understanding of the problem and a wider range of solutions. One such example is presented in Appendix F, where we analyze and discuss the discovered regions on the rocket injector design problem (RE7).
Table 1: Averaged surrogate prediction error of points proposed by different algorithms, including DGEMO, on all benchmark problems. The scale of the error varies across different problems due to the problem definition, as some objectives have extremely high but valid values.

<table>
<thead>
<tr>
<th>Method</th>
<th>ZDT1</th>
<th>ZDT2</th>
<th>ZDT3</th>
<th>DTLZ1</th>
<th>DTLZ2</th>
<th>DTLZ3</th>
<th>DTLZ4</th>
<th>DTLZ5</th>
<th>DTLZ6</th>
<th>OKA1</th>
</tr>
</thead>
<tbody>
<tr>
<td>ParEGO</td>
<td>7.87</td>
<td>2.29</td>
<td>34.9</td>
<td>1.76e+04</td>
<td>6.95</td>
<td>3.83e+04</td>
<td><strong>30.1</strong></td>
<td>6.93</td>
<td>304</td>
<td>679</td>
</tr>
<tr>
<td>MOEA/D-EGO</td>
<td>76</td>
<td>8.11</td>
<td>106</td>
<td>2.09e+04</td>
<td>5.75</td>
<td>4.09e+04</td>
<td>124</td>
<td>5.75</td>
<td>6.37e+03</td>
<td>3.63e+03</td>
</tr>
<tr>
<td>TSEMO</td>
<td>65.9</td>
<td>5.48</td>
<td>331</td>
<td>1.78e+05</td>
<td>41.6</td>
<td>4.12e+05</td>
<td>607</td>
<td>41.6</td>
<td>1.43e+03</td>
<td>544</td>
</tr>
<tr>
<td>USeMO-EI</td>
<td>352</td>
<td>1.39</td>
<td>420</td>
<td>2.25e+04</td>
<td>22.3</td>
<td>5.54e+04</td>
<td>92.2</td>
<td>22.3</td>
<td>3.08e+04</td>
<td>1.55e+03</td>
</tr>
<tr>
<td>DGEMO (Ours)</td>
<td>5.25</td>
<td>0.933</td>
<td>11.6</td>
<td>8.24e+03</td>
<td>1.59</td>
<td>1.5e+04</td>
<td>71.6</td>
<td>1.59</td>
<td>275</td>
<td>233</td>
</tr>
<tr>
<td>ParEGO</td>
<td>58.8</td>
<td>5.4</td>
<td>61.6</td>
<td>5.93</td>
<td>2.86e+016</td>
<td>98.6</td>
<td>1.95e+08</td>
<td>575</td>
<td>292</td>
<td>0.597</td>
</tr>
<tr>
<td>MOEA/D-EGO</td>
<td>297</td>
<td>9.22</td>
<td>69.4</td>
<td>10.2</td>
<td>1.23e+15</td>
<td>264</td>
<td>1.19e+09</td>
<td>284</td>
<td>1.64e+03</td>
<td>1.26</td>
</tr>
<tr>
<td>TSEMO</td>
<td>641</td>
<td>31.9</td>
<td>284</td>
<td>153</td>
<td>1.19e+17</td>
<td>1.32e+03</td>
<td>1.47e+10</td>
<td>229</td>
<td>1.33e+03</td>
<td>0.734</td>
</tr>
<tr>
<td>USeMO-EI</td>
<td>1.21e+03</td>
<td>17.5</td>
<td>115</td>
<td>16.4</td>
<td>7.74e+15</td>
<td>386</td>
<td>6.72e+09</td>
<td>114</td>
<td>976</td>
<td>1.14</td>
</tr>
<tr>
<td>DGEMO (Ours)</td>
<td>140</td>
<td>6.26</td>
<td><strong>21</strong></td>
<td><strong>3.09</strong></td>
<td><strong>3.25e+11</strong></td>
<td>92.7</td>
<td>2.13e+08</td>
<td>1.22e+03</td>
<td>288</td>
<td>0.343</td>
</tr>
</tbody>
</table>

6 Conclusion and future work

We introduced a novel multi-objective Bayesian optimization method that allows evaluation of batches of samples in each iteration. The selection of batch samples takes into consideration the diversity of samples in both design and performance space, making it suitable for physical experiments and many real-world problems. The key advantage of our approach lies in the Pareto front approximation algorithm and the batch selection strategy that are, to the best of our knowledge, different from any previously published work. We performed extensive tests on both synthetic test functions and real-world problems. We found that our approach significantly outperforms other methods in most of the test problems, and in others performs equally well as the best-scoring state-of-the-art algorithm.

While Gaussian processes are good at handling a certain amount of noise in the data, examining the effects of noise on the system in more detail is an interesting avenue for future research. Currently, our method works with continuous design variables. Extending the method to support discrete variables would be a valuable addition for some real-world applications. Integrating DGEMO to an automated experimental lab setup to control the development and discovery of best performing experiments is an exciting new research direction.

Broader Impact

Bayesian optimization has successfully been used for a wide range of applications, including parameter tuning [4, 42], recommender systems and advertising [23, 40, 7], robotics [28, 30], resource allocation [18, 49], environmental monitoring [29], clinical drug trials [47, 50], experimental design [44, 14]. This list is not exhaustive; many more examples can be found and new problems could exploit Bayesian optimization methods. We present a novel approach for multi-objective Bayesian optimization that aims to enable parallelized evaluations and increased time efficiency of the optimization process. Our approach is not limited to specific applications. In general, any problem that requires sample-efficient optimization of multiple black-box functions that are expensive to evaluate could benefit from using our approach. The proposed method exhibits improved performance over the current state-of-the-art methods and offers a new perspective on the diversity of explored solutions. In particular, the extracted diversity regions of Pareto-optimal solutions may provide important material for further investigation of the problem. Examining the shared properties among samples in each region could deliver a better understanding of the interaction between design variables (base ingredients) and their contribution to optimal performance. Our method may be especially useful for applications in areas such as materials science, chemistry, and pharmaceutical industry, where the experiments are long (e.g., days or weeks), but can easily be carried out in parallel.

An important benefit of our work may be found in sustainability. The method specifically cares about preserving the resources used in experiments, such as energy consumption, chemical ingredients, and time. The reduced number of evaluations may significantly lower the testing waste. We hope that our approach will initiate more research in this direction and attract more attention to saving resources as much as possible alongside with rapid technological advances.
We plan to release an open-source codebase with a user interface for users with limited prior exposure to machine learning or multi-objective optimization algorithms. We hope that this codebase will perpetuate research in various scientific disciplines and enable the growth of interdisciplinary work.

On the negative side, we cannot guarantee that our approach will be used solely for a good cause with no negative use cases. Our contribution is mainly improving the efficiency of the experiments and saving more resources; however, we cannot prevent the abuse of this technology.

The failure in our system would mean an inability to improve the set of Pareto-optimal solutions received from the initial set of samples. This inability may be caused by inadequate input data, such as too limited design space, or evaluations with intractable oscillations in noise. The failure can be detected after only a few iterations and experiments could be terminated. At this point, we cannot think of any further disadvantages of using our approach.

We see further opportunities in the development of automated experimental design systems in research and technology. Our approach can be integrated as a “brain” of an autonomous production and testing system, to drive the design of experiments and evaluations without human supervision and hand-picking of the design samples to evaluate. The automation process may cause some job loss of repetitive tasks. However, it may also result in increased productivity of researchers and accelerate the development of important products, such as drugs, chemicals, and new materials. It may provide new job opportunities for algorithm engineers and data scientists to build more intelligent optimization workflows according to the specific needs of different problems.
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